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ABSTRACT 

One of the most current study issues in the field of agriculture is the classification of disease from 
a plant's leaf images. The use of image processing techniques to identify plant diseases in 
agricultural plants will reduce the need for farmers to protect their crops. For the image acquisition, 
pictures of cotton plant leaves for normal, bacterial blight, anthracnose, cercospora leaf spot, and 
alternaria disease datasets are collected from www.kaggle.com.          A Gath-Geva (G-G) Fuzzy 
clustering is used to separate the diseased area from the normal component. The classification of 
cotton leaf diseases are carried out by using Grey Wolf Optimization (GWO) based Deep Neural 
Network (DNN). 

Keywords: Grey wolf optimization, G-G Fuzzy Clustering, Cotton leaf, Image processing and 
Neural Network 

1. Introduction 

Cotton, known as "white gold" and a major income source for 58% of India's population, covers 
2.5% of plantable land globally. Detecting microscopic issues in vast cotton fields is challenging. 
Technology offers solutions: drones and satellite imagery for precision monitoring, AI for data 
analysis, genetic modification for disease resistance, and integrated pest management. These 
innovations can enhance cotton yield, quality, and sustainability, benefiting both farmers and 
economies. Karthika et al. [1] used K-means clustering and multi-class SVM to classify cotton leaf 
diseases. In contrast, Bhushanamu et al.[2] employed active contour, Fourier feature descriptor, 
and a 1D Deep Neural Network to detect curl disease across different leaf sizes and orientations. 
Alves et al. [3] developed a cotton pest classification system using RGB field images and a novel 
ResNet34* deep learning model, achieving 98% f-score for pest identification. Chen et al. [4] 
utilized bidirectional LSTM units in a recurrent neural network to predict 10 cotton pests and 
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diseases based on climate factors, achieving a 0.95 AUC. These studies offer valuable 
advancements in automated pest and disease management for cotton agriculture.  

Khairnar, K., & Goje, N [5] proposed an automated system for early leaf spot disease segmentation 
in cotton plants. Utilizing image processing and K-means clustering, the method accurately detects 
diseases like Bacterial Blight, Alternaria leaf spot, and Cercospora leaf spot, enabling effective 
disease identification. In 2021, Caldeira et al [6]. presented a deep learning approach for cotton 
leaf screening, using GoogleNet and Resnet50 CNN models. With precision rates of 86.6% and 
89.2%, respectively, these models surpassed traditional methods, indicating potential for rapid, 
reliable plant inspections and improved cotton crop management. 

Chi B.J et al.[7] conducted research on intercropping's impact on reducing cotton pests and 
diseases. The study explores intercropping's mechanisms, risks, and prospects for pest 
management. The goal is to offer insights for ecologically friendly strategies that minimize 
chemical use and cut cotton production costs. Singh et al.[8] introduced the chromatic aberration 
method for identifying cotton bolls under natural lighting, essential for cotton harvesting robots. 
Outperforming other algorithms, this method achieved a 91.05% identification rate with low false 
positives (6.99%) and false negatives (4.88%), proving its precision in accurate cotton boll 
detection during harvesting. Tripathy, S [9] employed Gaussian low-pass filtering and 
thresholding-based segmentation for cotton disease diagnosis. Nagaraju, M., & Chawla, P. [10] 
achieved 96.4% accuracy in cotton disease and pest detection using a DNN model. Both methods 
enhance agricultural disease identification and management. 

The existing literature indicates a scarcity of authors addressing optimization techniques for weight 
updates in Deep Neural Networks (DNNs). This study aims to fill this gap by utilizing the Grey 
Wolf Optimization (GWO) algorithm for DNN weight updates. The research employs the Gath-
Geva (G-G) fuzzy clustering algorithm for segmentation and combines it with a Grey Wolf 
Optimization-based Deep Neural Network for classification. The study focuses on identifying 
diseases like Bacterial blight, Anthracnose, Cercospora leaf spot, and Alternaria in cotton plants, 
leveraging a dataset comprising 10000 images. This approach integrates advanced optimization 
techniques and neural networks to enhance disease identification accuracy in agricultural 
applications. 

The proposed system involves image collection, median filter pre-processing, Gath-Geva fuzzy 
clustering-based segmentation, and disease classification using a Grey Wolf Optimization-based 
Deep Neural Network. This process is visually represented in Figure 1, demonstrating the 
sequential flow of operations from image processing to disease classification. 
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                                                  Fig1. Proposed system flow diagram. 

The study uses a robust median filter for noise reduction [11]. Segmentation categorizes the pre-
processed image into leaf, root, and soil regions [12]. The Gath-Geva (G-G) Fuzzy Clustering 
Algorithm improves subsequent analysis accuracy, aiding disease diagnosis and classification in 
the proposed system. 

3. Segmentation using Gath-Geva Fuzzy Clustering Algorithm 

The Gath-Geva (G-G) clustering algorithm employs a distance norm based on FMLE introduced 
by Bezdek and Dunn [13]. It is similar to the G-K algorithm, with an exponential term in the 
distance norm computation for quicker decrease. The iterative process is conducted using 
MATLAB software, repeating steps for j values starting from 1. 

Step (1): Calculate the cluster prototypes (means): 
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4. Grey Wolf Optimizer (GWO)  

Grey Wolf Optimization (GWO), algorithm by Mirjalili et al. [14], draws from gray wolves' social 
behavior to address optimization problems. It initializes a population of "wolves" as potential 
solutions. Iteratively updating their positions, GWO mimics collaboration and hierarchy to explore 
and converge toward optimal solutions through a sequence of steps. 

Step (1), the alpha wolf (α) with the best fitness is identified. The beta (β) and delta (δ) wolves are 
the second and third best, respectively. Positions of these wolves update using their current 
positions and others' to optimize. 
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Step (2) Encircling Prey: 

   (a) Update the positions of the remaining wolves by imitating the encircling behavior of wolves 
when hunting prey. 

   (b) Calculate the distance between each wolf and the alpha, beta, and delta wolves. 

   (c) Adjust the position of each wolf by moving it closer to the prey (i.e., the alpha, beta, or delta 
wolf) using specific equations. 

Step (3) Exploration and Exploitation: 

(a) Encourage exploration by incorporating randomization into the search process. 
(b) Update the positions of the wolves using randomization and a search agent's randomness 

parameter. 

   (c) Adjust the position of each wolf by adding a random value to its current position. 

These steps are repeated for a predetermined number of iterations or until a convergence criterion 
is met. The convergence criterion can be a maximum number of iterations, reaching a specific 
fitness threshold, or other stopping conditions.The GWO algorithm balances exploration and 
exploitation by using the alpha, beta, and delta wolves as search leaders and incorporating 
randomization to explore new areas of the search space. This approach allows GWO to effectively 
search for global optima in complex optimization problems. 

Grey wolves (Canis lupus) are apex predators in the Canidae family, living in packs with 5–12 
members on average. They exhibit a strict social dominance hierarchy, as illustrated in Fig. 2. 

 

Fig. 2. Hierarchy of grey wolf (dominance decreases from top down). 

The study mathematically models grey wolves' hunting and social hierarchy to design the Grey 
Wolf Optimization (GWO) algorithm. Equations are proposed to represent encircling behavior in 
optimization tasks. 

                                                                        𝐷ሬሬ⃗ = ห𝐶. �⃗�௣(𝑡) −  �⃗�(𝑡)ห           

(6) 
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                                                                        �⃗�(𝑡 + 1) = �⃗�௉(𝑡) − 𝐴. 𝐷ሬሬሬሬ⃗                      
  (7) 

The variable 't' denotes the current iteration., 𝐴 and 𝐶 are coefficient vectors, 𝑋௣
ሬሬሬሬ⃗  (𝑡) is the position 

vector of the prey, and �⃗� indicates the position vector of a grey wolf. The vectors 𝐴and 𝐶 are 
calculated as follows: 

                                                                       𝐴 = 2�⃗�. 𝑟ଵ − �⃗�                   
   (8) 

                                                                       𝐶 = 2. 𝑟ଶ           
(9) 

where components of �⃗� are linearly decreased from 2 to 0 over the course of iterations and 𝑟ଵሬሬሬ⃗ , 𝑟ଶሬሬሬ⃗  
are random vectors in [0, 1]. In GWO, the top three best solutions are stored, guiding other agents 
to update positions. Formulas are used to adjust positions based on these top agents. 

     𝐷ሬሬ⃗ ఈ = ห𝐶ଵ. �⃗�ఈ − �⃗�ห,   𝐷ሬሬ⃗ ఉ = ห𝐶ଶ. �⃗�ఉ − �⃗�ห,   𝐷ሬሬ⃗ ఋ = ห𝐶ଷ. �⃗�ఋ − �⃗�ห                          

(10) 

                          𝑋ሬሬሬ⃗ ଵ = �⃗�ఈ − 𝐴ଵ. ൫𝐷ሬሬ⃗ ఈ൯, �⃗�ଶ = �⃗�ఉ − 𝐴ଶ. ൫𝐷ሬሬ⃗ ఉ൯, �⃗�ଷ = �⃗�ఋ −

𝐴ଷ. ൫𝐷ሬሬ⃗ ఋ൯,                                 (11) 

�⃗�(𝑡 + 1)  

=
�⃗�ଵ + �⃗�ଶ + �⃗�ଷ

3
                                                                                                                                          (12) 

In GWO algorithm, the mathematical models of the social hierarchy consist of; tracking, 
encircling, and attacking prey are description in Mirjalili et al.  [17]. 

5 Classification using Grey Wolf Optimization based  DNN  
Grey Wolf Optimization (GWO) is a metaheuristic algorithm inspired by the hunting behavior of 
grey wolves in nature. It can be used as an optimization technique for various problems, including 
weight updation in Convolutional Neural Networks (DNNs). However, it's worth noting that the 
standard backpropagation algorithm with gradient descent is the most commonly used method for 
weight updation in DNNs. 
Step(1) Define the objective function: The objective function represents the fitness measure that 
you want to optimize. In the context of weight updation in DNNs, network's performance metric, 
such as accuracy used as the objective function to maximize. 
Step(2) Initialize the grey wolf population: Create an initial population of grey wolves. Each wolf 
represents a potential solution, where the solution corresponds to a set of weights in the DNN. The 
population size can be determined based on the problem complexity and computational resources. 
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Step(3) Evaluate the fitness: For each wolf in the population, evaluate the DNN's performance by 
setting the weights according to the wolf's solution and computing the corresponding fitness value 
using the objective function. 
Step(4) Update the weights using GWO: Employ the GWO algorithm to update the weights based 
on the fitness values of the wolves. The update equation for the weights can be derived from the 
position update equation in the standard GWO algorithm, adapted to the weight update process in 
DNNs. The equation typically involves updating the weights using a combination of the current 
weights, best weights, and the average weights of the wolves. 
Step(5) Apply convergence criteria: Determine the stopping criteria for the algorithm. It can be a 
predefined number of iterations or a threshold for the fitness value. If the criteria are not met, 
repeat steps 3 and 4 until convergence. 
Step(6)  Retrieve the best solution: Once the algorithm converges, retrieve the best set of weights 
found during the optimization process. These weights represent the solution that optimizes the 
objective function. 
Step(7) Update the DNN weights: Finally, update the weights of the DNN using the best solution 
obtained from the GWO algorithm. This can involve assigning the weights to the corresponding 
layers in the DNN architecture. 
The DNN architecture, as depicted in Fig. 3, consists of two hidden layers aimed at learning the 
input-output mapping. The architecture incorporates preference weight fitness consideration. 
During training, GWO iteratively updates hidden layer node weights, calculated using Eqn. (13). 

                                              𝑁 = √𝑎 + 𝑏 + 𝑐                 (13) 
In this context, the input layer nodes are 'a', the output layer nodes are 'b', the hidden layer nodes 
are 'n', and a constant value between [1,10] is denoted as 'c'. To enable nonlinear fitness, a hidden 
layer activation function is employed. In this study, the softmax function is used as the activation 
function, denoted as: 

       𝑆(𝑦)௜ =
ୣ୶୮ (௬೔)

∑ ୣ୶୮ (௬೔)೙
ೕసభ

           (14) 
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Fig.3. Architecture of DNN with two hidden layers. 
The input data of the network is termed as x and it is activated by the mapping function Mf .  
                                                     𝑀௙ = 𝑠𝑚𝑎𝑥 (𝜔௜𝑋 +  𝛽௜)                               

(15) 
The loss form can be computed as  

                                                     𝑆(𝑤ௌ, 𝑏௦; 𝑥, 1) =
ଵ

ଶ௠
∑ ฮℎ௜(𝑤ௌ, 𝑏௦; 𝑥) − 𝑙௝ฮ

ଶ௠
௝ୀଵ                            (16)  

Here, 'Ws' and 'bs' are subsets of biases, and 'm' is the count of neurons in the hidden layer. Cross-
entropy serves as the DNN's loss function for training and testing. It notably enhances sigmoid and 
softmax model performance. The cross-entropy loss is calculated using Eqn. (17).                                                  

  𝐶ா =
ଵ

ே
∑ ൣ𝑌௞𝑙𝑜𝑔𝑌෠௞ + (1 − 𝑌௞)log (1 − 𝑌෠௞)൧ே

௄ୀଵ                                                                             (17) 

In the equation, 'n' represents training samples, 'Yk' is actual output, and 'Yk' is expected output. 
GWO optimizes DNN weights, refining fitness. Updated values guide solutions. Best solutions 
persist, replaced or retained based on improvement. The process iterates until termination criteria. 
Weight updating via GWO is shown in Fig. 3(b). 

 

Fig.3(b). Flow chart of Weight updation using GWO. 

5. Experimental Results and Discussion 

The obtained weight matrices for input layer to hidden layer 1, hiddenlayer1 to hidden layer2 and 
hidden layer2 to output layer are tabulated in Table 1,2 and 3  respectively. 

Table 1. Weight Matrix for Input to Hidden layer1 
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Table 3. Weight Matrix for Hidden Layer2 to output  
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The following are the output images that have been pre-processed, segmented and classified using 
the above mentioned proposed algorithms.     

           

         Fig.4 (a) . Input Image 1            Fig.4 (b) Pre-processed image                Fig.4(c)  
Segmented image      

     

          Fig.5 (a) . Input Image 1            Fig.5 (b) Pre-processed image       Fig.5(c)  
Segmented image   

Query Leaf Image Contrast Enhanced
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          Fig.6 (a) . Input Image 1            Fig.6 (b) Pre-processed image       Fig.6(c)  
Segmented image     

     

         Fig.7 (a) . Input Image 1           Fig.7 (b) Pre-processed image       Fig.7(c)  
Segmented image     

     

        Fig.8 (a) . Input Image 1          Fig.8 (b) Pre-processed image       Fig.8(c)  Segmented 
image     
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          Fig.9 (a) . Input Image 1             Fig.9 (b) Pre-processed image       Fig.9(c)  
Segmented image     

 

       Fig.10 (a) . Input Image 1          Fig.10 (b) Pre-processed image       Fig.10(c)  
Segmented image    

  

        Fig.11 (a) . Input Image 1         Fig.11 (b) Pre-processed image       Fig.11(c)  
Segmented image     
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         Fig.12 (a) . Input Image 1                  Fig.12 (b) Pre-processed image             Fig.12(c)  
Segmented image     

 

         Fig.13 (a) . Input Image               Fig.13 (b) Pre-processed image       Fig.13(c)  
Segmented image     

  

       Fig.14 (a) . Input Image 1                Fig.14 (b) Pre-processed image     Fig.14(c)  Segmented 
image     

6.1 Classification Performance Metrics 
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A dataset of 10,000 images was employed to classify four cotton diseases: Bacterial Blight, 
Anthracnose, Cercospora Leaf Spot, Alternaria, and Healthy leaves. Further details can be found 
in Table 4. 

Table 4. Classification Accuracy  

S.No Disease Samples taken 
GWO-DNN 

Rightly detected 

1. Bacterial blight 2000 1926 

2. Anthracnose 2000 1920 

3. Cercospora Leaf Spot 2000 1916 

4. Alternaria Alternata 2000 1956 

5. Healthy Leaf 2000 1946 

 Total  10000 9664 

Other performance metrics such as precision, recall, F-Score and specificity are calculated and 
presented in Table 2.  

Table 5. Classification Performance Metrics. 

S.No Name of the Disease Samples Precision  

 

Recall  F-Score Specificity 

1 Bacterial blight 2000 0.89 0.91 0.90 0.91 

2 Anthracnose 2000 0.89 0.89 0.89 0.90 

3 Cercospora Leaf 
Spot 

2000 0.90 0.89 0.88 0.92 

4 AlternariaAlternata 2000 0.90 0.88 0.91 0.90 

5 Healthy Leaves 2000 0.90 0.88 0.89 0.90 

The graphical representation of Precision, recall, F-score and specificity for various cotton diseases 
are presented in Fig15. The classification accuracy graph is presented in Fig. 16. 
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            Fig.15. The graphical representation of Precision, recall, F-score and specificity for 
various         
                         cotton diseases using GWO-DNN Classifier. 

 

Fig.16. Response of classification accuracy. 

5. Conclusion 

This paper delves into automated disease detection and classification within cotton plants, utilizing 
a methodology comprising Gath-Geva clustering for segmentation and GWO-DNN for 
classification. The experimental findings highlight the GWO-DNN classifier's effectiveness, 
achieving an impressive accuracy of 96.64%. Presently, the system focuses on single leaf images 
as input, while future developments aim to expand its scope to batch processing, enabling a more 
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comprehensive analysis covering various parts of the plant. This advancement could significantly 
enhance disease monitoring and contribute to improved agricultural practices. The combined 
utilization of segmentation and classification techniques showcases the potential of such integrated 
approaches to address challenges in the field of plant disease detection, marking a significant stride 
towards automated and accurate agricultural management. 
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